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ABSTRACT 
 

Anomaly Detection with Hyper Spectral Image (HSI) refers to finding a significant difference 
between the background and the anomalous pixels present in the image.  This paper offers a study 
on the Reed Xiaoli Anomaly (RXA) detection algorithm performance investigated for increasing 
number of spectral bands from 30, 50, 100 to all the spectral bands present in the HSI. The original 
RXA algorithm is formulated with Mahalanobis distance. In this study the RXA al is re-implemented 
with other different distance algorithms like Bhattacharya distance, Kullback-Leibler divergence, 
and Jeffery divergence and evaluated for any change in the performance. For the first part of 
investigation, the obtained results showed that the decreased number of spectral bands shows 
better performance in terms of receiver operating characteristic (ROC) obtained for cumulative 
probability values and false alarm rate. In the next part of study it is found that, the RXA algorithm 
with Jeffrey divergence has a comparable performance in ROC to that of the RX algorithm with 
Mahalanobis distance. 
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1. INTRODUCTION  
 
Anomaly detection is to detect objects that are 
not similar to the predicted pattern of the data. 
For images, it refers to the detection of pixels 
showing a different spectral signature in 
comparison to the pixels in an image. Image 
anomaly detection is one of the most fascinating 
and critical tasks for many upper-level image- 
and video-based applications, e.g., surveillance, 
environmental monitoring, and medical analysis 
[1,2].  
 

Reed-Xiaoli detector often called RX detector for 
short, is one of the extensively used validated 
techniques for anomaly detection [3], which is the 
widely used example of anomaly detectors 
basing on covariance. This type of detectors has 
broad uses in many domains, from hyperspectral 
images (HSI) to medical images [4]. The 
anomaly detection work can be divided into two 
sub-problems: how to define the background 
(BG) and how to calculate the anomaly 
numerically. RX detector assumes that the BG is 
relatively similar and models it with a multivariate 
Gaussian distribution. But it may happen that this 
assumption could not always be sufficient. 
Hence, several variations to RXA are 
investigated in this paper with respect to these 
two sub-problems. In this paper, five variations of 
RXA compared in terms of accuracy on real HSI 
datasets. Also, in this paper the number of band 
selected is restricted to 30 and studied the 
impact of number of increasing bands on the 
results obtained. 
 

The paper is organised as follows: First a brief 
introduction to RXA detector is given in section 2. 
Then the proposed study is presented in Section 
3. The performance of the proposed study 
evaluated and compared with those by the 
conventional RX algorithm both visually and 
objectively in Section 4 along with the dataset 
used. Finally, conclusion is drawn in Section 5. 
 

2. REED-XIAOLI DETECTION ALGO-
RITHM  

 

RX detection algorithm by Reed and Yu is the 
most widely known and employed algorithm for 
anomaly detection and been used as a standard 
algorithm for many anomaly detection problems 
[5,6,7,8]. RXA detection algorithm assumes that 
the BG could be defined by using non-stationary 
multivariate Gaussian model and it is calculated 
by the image vector mean and covariance. It 
estimates the squared Mahalanobis separation 

by Mahalanobis [9] of each pixel from the 
estimated BG model. Pixels showing separation 
values over a defined threshold are assessed to 
be anomalous. 
 
Mathematically, RX algorithm could be defined 

considering an HSI I = [x1; x2; …; xℕ] which 

consists of ℕ pixels, where the column vector xi 
= [xi1; xi2; …; xim]T presents the value of the i-th 
pixel over the L spectral bands of I. The assumed 
behaviour of BG pixels can be captivated by the 
mean vector µmean and covariance matrix CB, are 
calculated as follows: 
 

𝜇𝑚𝑒𝑎𝑛 =
1

ℕ
∑ 𝑥𝑖  𝑎𝑛𝑑 𝐶𝐵 =

1

ℕ
∑ 𝑥̅𝑖𝑥̅𝑖

𝑇

ℕ

𝑖=1

ℕ

𝑖=1

 

 
Where, 𝑥̅𝑖 = (𝑥𝑖 − 𝜇𝑚𝑒𝑎𝑛) , Mean vector and 
covariance matrix are calculated under the 
presumption that vectors xi belongs to the same 
arbitary process; hence it could be assumed that 
anomaly is minor enough to have a non-
significant impact on the calculated output [10]. 
 
Then, the generalized likelihood for anomaly of 
the pixel x w.r.t. the model CB in terms of the 
square of the Mahalanobis distance [9], is 
expressed as: 
 

𝐷𝑟𝑥𝑑𝑚 = 𝑥̅𝑖
𝑇𝐶𝐵

−1𝑥̅𝑖 
 

Where, 𝐶𝐵
−1 = 𝑖𝑛𝑣𝑒𝑟𝑠𝑒(𝐶𝐵) , the inverse of the 

covariance matrix, also known as the precision 
matrix. 
 
A decision threshold ν is used to accept or reject 
the anomaly hypothesis. A general method is to 
set ν adaptively as a percentage of Drxdm 
changing range as follows: 
 

𝛾 = 𝛿. max
𝑖=1,2,..,𝑁

𝐷𝑟𝑥𝑑𝑚(𝑥) 

 
With δ limiting between (0,1). Then, if Drxdm(x) ≥ 
ν the x is anomaly pixel. 
 

3. PROPOSED VARIATIONS TO THE RX 
ALGORITHM 

 
In this paper, instead of squared Mahalanobis 
distance in the RX algorithm, different distance 
formula are used to investigate and analyse the 
results for anomaly detection. The distance 
formulas investigated are: Bhattacharya 
distance, Kullback-Leibler (KL) distance, and 
Jeffery divergence. 
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3.1 Bhattacharya Distance 
 
The Bhattacharya distance has been used as a 
class separability measure for different 
applications [11]. For two normally distributed 
classes, it is defined as follows: 
 

𝐷𝑟𝑥𝑑𝑏 =
1

8
(𝜇2 − 𝜇1)𝑇 [

𝐶1

𝐶2
]

−1

(𝜇2 − 𝜇1) +
1

2
ln

|𝐶1 + 𝐶2/2|

|𝐶1|
1
2|𝐶2|

1
2

 

 
Where, μ and C are the mean vector and 
covariance matrix of the corresponding class, 
respectively. Here, the first class is each pixel 
vector present in the HS image and the second 
class is mean vector of all the pixel vector of the 
image. 
 

3.2 Kullbeck-Leibler Divergence 
 
The Kullback-Leibler divergence [12] is in close 
relation to the relative entropy, information 
divergence, and information for bias, is a non-
symmetric to compute of the separation between 
two probability distributions p(x) and q(x). 
Specifically, the K-L divergence of q(x) from p(x), 
denoted DrxdKL, is an estimate of the separation 
when q(x) is used for approximation of p(x). Let 
p(x) is the probability distributions of the pixel 
vector x and q(x) is the probability distributions of 
the means of the pixel vectors of the HSI. That is, 
both p(x) and q(x) sum up to 1, and p(x) > 0 and 
q(x) > 0 for any x in X. Mathematically, DrxdKL 
could be written as:  
 

𝐷𝑟𝑥𝑑𝐾𝐿 = ∑ 𝑝(𝑥) ln
𝑝(𝑥)

𝑞(𝑥)
𝑥∈𝑋

 

 

3.3 Jeffery Divergence 
 
The analytically derived Jeffrey divergence is an 
alteration of the K-L divergence which is stable, 
symmetric and robust w.r.t. noise and the volume 
of histogram bins [13]. It could be expressed as: 
 

𝐷𝑟𝑥𝑑𝐽 = ∑ (𝑝(𝑥) log
𝑝(𝑥)

𝑚(𝑥)
+𝑞(𝑥) log

𝑞(𝑥)

𝑚(𝑥)
) 

 

Where, 𝑚(𝑥) =
𝑝(𝑥)+𝑞(𝑥)

2
 and p(x), q(x) are as 

defined in the equation. This distance calculates 
how improbable it is that one distribution was 
derived from the population represented by the 
other. 

4 RESULTS AND ANALYSIS 
 
In this study, several real HS images are used. 
They are described below. 
 

4.1 Dataset 
 
 Urban: This is the most frequently used HS 

data used in the HS study. Originally, there are 
307x307 pixels, each of which states a 2x2m2 
area. In this data, 210 wavelengths ranging 
from 400 nm to 2500 nm are present, which 
gives spectral resolution of 10 nm. Again, for 
this study, two subsets of the image are used 
here for anomaly detection which consists of 
204 bands each with 100x100 pixels each. 

 

 Salinas scene: This data image was gathered 
by the 224-band AVIRIS sensor over Salinas 
Valley, California, and has a high spatial 
resolution (3.7-meter pixels). The area covered 
spans 512´217. A subset of the image is used 
here for anomaly detection which consists of 
204 bands each with 150x200 pixels. 
 

 PolSAR UAVSAR Images: Two pairs of single-
look quad-polarimetric SAR images captured by 
the UAVSAR airborne sensor in L-band over a 
town area in San Francisco city, are used for 
the experiments. It consists of two datasets, the 
dataset-1 have length and width of 200 pixels 
and the dataset-2 length and width of 100 
pixels. 

 

4.2 Implementation Results and Analysis 
 
The implementation of the original RX algorithm 
and its variations are done using MATLAB 
R2018b. Here, 30 spectral bands are chosen for 
anomaly detection from the test HSI images. The 
study by Sun et al. [14] concluded that 20 to 30 
spectral bands are sufficient for the anomaly 
detection. The results of band selection on the 
performance of the algorithm are shown                 
using receiver operating characteristic (ROC) 
[15] in the Fig. 1.  This ROC curve is for 
cumulative probability of distribution vs false 
alarm rate is shown for 30, 50, 100 and all the 
spectral bands considered for the RX anomaly 
detection algorithm. The ROC shows a better 
performance is obtained when only 30 bands are 
considered where the false alarm rate is getting 
restricted. 
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Fig. 1. ROC for different number of bands for anomaly detection using RX algorithm 
 
The graphical results for the variation in RX 
algorithm with different distance measurement 
are shown in from Fig. 2 to Fig. 6 for different HS 
image dataset. As the graphical results shows, 
the RX algorithm with Bhattacharya distance is 
the lowest performing algorithm. 
 
As the graphical results of RX algorithm with 
Bhattacharya distance has shown a lot of false 

alarms, the ROC of the same is eliminated from 
the results. Further, the ROC for the performance 
of the rest of the are algorithms plotted and 
shown in the Fig. 7. The ROC of RX algorithm 
with Mahalanobis distance and Jeffrey distance 
shows comparable results, whereas RX 
algorithm with KL distance shows declined 
performance for all the dataset. 

 

 
 

Fig. 2. (a) Original `Urban-1' Image, (b) RX algorithm with Mahalanobis distance, (c) RX 
algorithm with Bhattacharya distance, (d) RX algorithm with KL divergence, (e) RX algorithm 

with Jeffery divergence 
 

 
 

Fig. 3. (a) Original `Urban-2' Image, (b) RX algorithm with Mahalanobis distance, (c) RX 
algorithm with Bhattacharya distance, (d) RX algorithm with KL divergence, (e) RX algorithm 

with Jeffery divergence 
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Fig. 4. (a) Original `Salinas' Image, (b) RX algorithm with Mahalanobis distance, (c) RX 
algorithm with Bhattacharya distance, (d) RX algorithm with KL divergence, (e) RX algorithm 

with Jeffery divergence 
 

 
 

Fig. 5. (a) Original `Salinas' Image, (b) RX algorithm with Mahalanobis distance, (c) RX 
algorithm with Bhattacharya distance, (d) RX algorithm with KL divergence, (e) RX algorithm 

with Jeffery divergence 

 
 

Fig. 6. (a) Original `Salinas' Image, (b) RX algorithm with Mahalanobis distance, (c) RX 
algorithm with Bhattacharya distance, (d) RX algorithm with KL divergence, (e) RX algorithm 

with Jeffery divergence 
 

 
 

Fig. 7. ROC curves of the anomaly detectors with different distance formulas 
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5. CONCLUSION 
 
In this paper, for the anomaly detection from HS 
images the original RX algorithm with 
Mahalanobis algorithm was implemented using 
different distance algorithms i.e., Bhattacharya 
distance, KL divergence, Jeffrey divergence. 
Also, the algorithm's anomaly detection 
performance is also investigated for number of 
spectral bands of HS image selected for the 
anomaly detection. It was found, when anomaly 
detection algorithm implemented with lower 
numbers of spectral bands of HS image, gave 
better ROC performance curve. Further,                   
when performance ROC for the different 
variations of RX algorithm is investigated, RX 
algorithm with Mahalanobis distance and Jeffrey 
divergence gave comparable result while RX 
algorithm with KL divergence gave declined 
result. 
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