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Abstract
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A major bottleneck in nanoparticle sizing is the lack of data comparability between techniques
and between laboratories. However, this can be overcome by making the measurements
traceable to the SI together with realistic uncertainty evaluation. In the present work, a novel
approach is proposed to perform measurement uncertainty evaluation in a Bayesian framework
by statistically modeling appropriately selected measurement data when no comprehensive
physical model is available. The method is applied to the dimensional measurement of
nanoparticles by atomic force microscopy (AFM) measurement and the calibration is performed
by a multiple points calibration curve. Nevertheless, the proposed method can be applied to
other microscopy techniques. The experimental data used to construct the statistical model are
collected so that the influence of relevant measurement parameters can be assessed. An
optimized experiment is designed under the intermediate precision conditions in order to limit
the number of measurements to perform. Among the different influencing parameters, it is
found that the AFM operator and image analyst do not significantly affect the measurement
variability while the tip tapping force, the probe nature and the tip scan speed do. The particular
case of gold nanoparticle of nominal diameter 30 nm is treated as an example of the method.

Keywords: AFM, mixed model, uncertainty calculation, Bayesian statistics, design of experiment

(Some figures may appear in colour only in the online journal)

1. Introduction

Measurements of nanoparticles can be performed with many
different instruments, from microscopy to light scattering
techniques, each having its own measurand. In order to
compare data, the measurement should be traceable and the
measurement uncertainty should be evaluated taking into
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account as many sources of uncertainty as possible. In the
absence of a physical model of the measurement itself and
the mathematical equation associated, classical approach of
uncertainty calculation as described in the Guide to the
Expression of Uncertainty in Measurement [1] might be haz-
ardous and might lead to uncertainty underestimation by miss-
ing correlations between uncertainty sources.

At the nanometer scale, there is most of the time no phys-
ical model available for the entire measurement process. The
present paper proposes a new method for the uncertainty eval-
uation of single particle diameter and mean particle diameter
measured by atomic force microscopy (AFM) based on an
extensive statistical analysis of variance. The method can be

© 2021 The Author(s). Published by IOP Publishing Ltd  Printed in the UK
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applied to different microscopy techniques, such as transmis-
sion electron microscopy (TEM) and scanning electron micro-
scopy (SEM).

There are currently two commonly accepted approaches to
perform an uncertainty evaluation: the modeling approach and
the empirical approach, which are covered by the guide of
uncertainty measurement (GUM) [1] and the ISO 5725 stand-
ard [2]. In the GUM, the uncertainty evaluation is performed
by propagating the various sources of uncertainty through a
measurement equation. While in ISO 5725 the variability of
the measurand is captured in a statistical model of random
effects and a classical analysis of variance (ANOVA) is per-
formed to evaluate the contribution of the different compon-
ents. The ISO 5725 approach has been used for TEM meas-
urements in [3] and for light scattering techniques in [4]. The
two approaches are extensively compared in [5].

Concerning the particular case of uncertainty calculation
in AFM, the traceability to the meter is achieved through
the use of laser interferometry or through the comparison to
height standards [6]. The uncertainty of the nanoparticles dia-
meter has been evaluated so far effect-by-effect, individually,
and combined using summation of uncertainties, in absence
of global physical model of the measurement [7, 8]. Hybrid
approach of ANOVA for repeatability and reproducibility and
of classical approach for metrological AFM specific sources of
uncertainties—from interferometry, typically—has been fol-
lowed in [9]. The approach here followed unifies both in a
common model and for a commercial AFM application.

In the following, traceability is achieved through a mul-
tiple points calibration curve and the uncertainty is calculated
by an innovative method following the analysis of variance
approach of ISO 5725 but extended to the use of a hierarch-
ical mixed model to jointly consider fixed and random effects,
as suggested by Deldossi and Zappa in [5]. A more general
methodology of mixed models replaces the classical ANOVA
and the model parameters are extracted in a Bayesian formal-
ism by fitting to the experimental data. By using the Bayesian
formalism, the size distribution of the item under measurement
(nanoparticle sample or step height standard) can be estim-
ated, instead of a single parameter estimation (average size,
typically), as would be the case for the frequentist approach.
The intermediate approach towards full Bayesian approach is
to model the estimated distribution by a parameterized prob-
ability distribution, and apply Markov Chain Monte-Carlo
(MCMC) approach for the parameter estimation.

Considering uncertainty from the calibration standards for
a linear calibration curve together with detailed uncertainty
estimations, effect-by-effect, a propagated uncertainty has
been obtained for nanoparticle sizing by SEM [10]. Instead of
using a stepwise approach to determine the influential para-
meters separately, an extensive experiment is designed and
the measurement data are statistically analyzed to quantify
the different sources of variability and compute the com-
bined standard uncertainty, in one go. The calibration curve
is established on a similar basis. The design of experiment
approach here considered allows for implicitly considering
correlations among the uncertainty sources, in addition to
separating the contributions from the different stages of blocks
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Figure 1. Example of 4-point calibration curve and a
20 um X 20 pm topography image of a step height grid standard
(z-scale of 250 nm).

for intermediate precision condition (as with ANOVA) and
from fixed effects, all simultaneously in the unified framework
of a hierarchical mixed model.

2. Methods

2.1. Traceability route

Among the different AFM measurands that describe nano-
particles diameter, we use the maximum height relative to
the substrate of isolated particles deposited on flat surface as
defined in [11]. The measurements are performed on a com-
mercial AFM (Oxford Instruments Asylum Research MFP-3D
Infinity AFM). The metrological traceability to the SI units is
obtained by comparison with step height standards in a mul-
tiple points calibration curve which is characteristics of the
AFM used to perform the measurement. The calibration curve
is built by comparing the certified step height values of a series
of reference standards with their measured values, as illus-
trated in figure 1. The reference standards are certified nano-
gratings. In the context of this paper, the ‘certified’ term is to
be understood as the value for which a traceability route to the
SI meter is available. Depending on the step of the analysis, it
can be the certificate value for a step-height grid, or the cor-
rected value for item under measurement after the correction
for instrument response by the mean of the calibration curve.
In the particular case of nanoparticles measured by AFM, the
measured quantity to be adjusted with the calibration curve is
the height of a single particle, &, and the mean height of the
nanoparticle sample, u. The step height standards are chosen
to cover the range of interest, in the present case from 10 to
100 nm. These are surface topography standards bought from
VLSI Standards Inc. Their properties are listed in table 1 along
with their calibrated values.

The uncertainty of the step heights and the nanoparticle
size measurement are calculated in a similar way, under
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Table 1. Properties of the VLSI surface topography standards used
for AFM calibration.

Nominal step Calibrated step

Product name height height (k=2)
N STS 3 180p 18 nm 15.6 £1.0 nm
Si21 STS 2 440p 44 nm 423+ 1.2nm
Si31 STS 3 1000p 100 nm 99.0 £1.2 nm
Si41 STS 3 1800p 180 nm 1774 £1.3 nm

intermediate precision conditions (within-lab reproducibility).
It is the precision obtained within a single laboratory over
a long period of time. In the present case, various operat-
ors measure on different days, at various positions on the
sample, with varying AFM critical parameters: the probe, the
tapping force and the scan speed. Focus is set on instrument
related sources of uncertainty in the present work. Experi-
ments have been designed to identify the significant paramet-
ers that contribute to the uncertainty and to quantify these indi-
vidual contributions.

2.2. Design of experiment

The random effects under intermediate precision conditions
in microscopy are typically measurement day, measurement
location on the sample surface and recorded image. These
measurement parameters are called factors in the statistical
analysis and can take different levels (i.e. categories, for cat-
egorical variables). The term level is broadly used throughout
this document with this meaning, except for a few exception
in an obvious common acceptation. These levels correspond
to different day, position and repeated image. As the levels
of these factors are not changing independently, the design is
nested as illustrated in figure 2 [12]. In the present work, the
samples were measured three times consecutively, at five pos-
itions on the samples (at the center and close to the periphery)
and at 5 different days.

The effect of ambient conditions is minimized by work-
ing under clean and controlled laboratory conditions: stable
temperature and relative humidity (21.8°C+£0.4°C and
43.1°C £ 1.5°C RH during the measurement campaign), pass-
ive and active vibration damping and acoustic enclosure. And
in absence of a drift effect, the deviations in ambient con-
ditions merely result in normally distributed residual z-noise
(approximately 35 pm, as effectively measured by the AFM).

Considering the fixed effects, the sources of fluctuations are
operator-related settings (e.g. imaging force, scan range, scan
speed, electronic feedback control parameters, etc) and image
analysis parameters (e.g. software used, parameter choice in
used algorithms). A priori important operator-related effects
are the microscope probe (shape and material), the probe tap-
ping force and the probe scan speed. Three different types
of commercial probes classically used (Olympus AC160TS,
Olympus AC240TS, PPP-NCHR) in tapping-mode AFM have
been used. The tapping force has been varied in a range cor-
responding to soft tapping. At last, scan speed has been varied
in the range of classical use. The operator effect that may be

day

position

image

Figure 2. Nested design schema for the random variables, with its
three stages of blocks.

Table 2. Fixed factors and the associated number of levels
considered a priori.

Fixed effects Number of levels

Probe
Tapping force
Scan speed
Operator
Image analyst

W W Wk~ W

caused by the remaining subjective choices or by any physical
instrument manipulations is assessed by three operators.

Regarding the image analysis, the SPIP software (Image
Metrology A/S) has been selected for post-processing and ana-
lysis [13]. The first step of the image processing consists in
leveling the image globally and subsequently line by line. The
zero-level is fixed as the mean height of the image excluding
the nanoparticle features. In a second step, in the case of nano-
gratings, the ISO standard 5436-1 algorithm for step heights
measurement is applied [14]. In the case of nanoparticles,
the maximum z-values with respect to the background for
the isolated nanoparticles are reported. All parameter choices
for these image post-processing and analysis steps are writ-
ten down in a procedure, strongly decreasing the subjective
choices to be made by the image analyst. Nevertheless, the
possibly remaining image analyst effect is investigated as well
for three analysts.

In summary, the fixed effects under considerations are: the
probe, the tapping force, the scan speed, the operator and the
image analyst, and they are treated as categorical variables
of the mixed model. The categorical approach was chosen
because each of the variable values is considered an appro-
priate condition for measurement, all on equal footing. Table 2
summarizes the different fixed effects and the number of levels
for each effect considered in the hierarchical design.

In order to test all the possible combinations of these fixed
effects, taking into account the repetition, the position and the
day effect, 324 times 75 images would be required. Therefore,
a matrix of experiment is designed in order to limit the num-
ber of images. The design is obtained with the D-optimality
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criteria under the software JMP (SAS Institute) [15] with a
limit of 150 images for practical reason of time limitation.

2.3. Mixed model

In absence of a measurement equation corresponding to a
physical model of the measurement, the measured quantity
can be modeled by an equation containing the main influen-
cing factors. This model is chosen to be linear and contains
fixed and random effects, it is a linear mixed model. Effects
are considered fixed when the same value can be repeated in
a subsequent experiment and random when the experimenter
randomly samples the values from a population.

For the step height standards and the nanoparticles, the dif-
ferent factors considered to influence the measurand have been
a prioriincluded in the model. After running a designed exper-
iment, the factors that influence significantly the measurand
have been identified and the model has been adjusted accord-
ingly, both for the step height standards and the nanoparticles.
Using these model equations, the distribution of the measured
step height and the measured nanoparticle height of a future
experiment can be estimated, and by such the mean and stand-
ard uncertainty associated.

2.3.1. Definition.  The variability of the measured quantity as
a function of the main influencing fixed factors and the random
effects is described by the mixed model equation as follows:

lnf
hija = Bo + foz’jk Br+ai + by + cij + €ju, (1
=1

where h;; stands for the measured height (of a nanoparticle
or a step height), Xz stands for the effect-type coding mat-
rix for effect f and for which i=1, ..., 5 refers to the differ-
ent days, j=1, ..., 5 to the measurement positions on a given
day, k=1, ...,3 to the repeated images for a given combina-
tion of day and position and /=1, ..., n;; stands for the dif-
ferent measurements on image k taken at position j on day i.
n;j is the number of nanoparticles (or step heights) measured
on the kth repetition of image taken at position j on day i. The
realization Ay of h is thus the /th observed value in the kth
image taken at position j on the ith day. The total number of
nanoparticles n (or step heights) measured is given by

n= E Njjp -

ij.k

The random effects a; ~ N(0,03,,), bij ~ N(0,0p,,), cijp ~
N(0,02,) and €;; ~ N(0,02,) are mutually independent for all
i,], k and . The variance aﬁay expresses day-to-day variability,
‘7;2,05 the variance between positions, o7, the variance between
repeated images and the within image variability o2 captures
the residual variance of the observed quantity within an image,
representing the sample polydispersity by the squared standard
deviation of its size distribution.

The fixed effects are noted ﬁ_} where f=1,...,my, with

a priori my =5 fixed effects. The intercept 3 represents the

mean response when there are no fixed effects present in the
model (1). Fixed effects are categorical variables for which
effect-type coding is used (X matrix) [12]. This coding sets
the different categories into contrast while each considered on
equal footing. If an effect cancels out, its resulting /3 is null
and induces no shift between 3¢ and h;;, which is the second
advantage of the effect-type coding over usual dummy cod-
ing. Every possible combination of levels of these coding vari-
ables provides an opinion E[h;ju| Xz = X] about the measured
diameter (or step height). The different opinions are averaged
out through a linear opinion pool [16]. The effects are ana-
lyzed and interpreted using their corresponding opinions, with
effect-type coding in the present work.

Taking the linear interaction of fixed effects into account,
equation (1) becomes

lﬂf
hiju = Bo + Z Xk B+ Z Y piik Brg + @i + bij + ciji + €jju,
f=1 f#g
2

where Yy, is the combined coding effect matrix expressed as
the tensor product of the matrices of single effect coding.

2.3.2. Significant effects.  The estimation of the model is
made with the restricted maximum likelihood method as it
allows to estimate separately the random and the fixed effects
[17, 18]. Fixed effects that are not significant at 95% level of
confidence are removed from the model.

In the case of nano-gratings, although the four reference
samples (listed in table 1) are processed similarly and are made
of the same material (Si/SiO; layers coated with an uniform
layer of platinum), samples Sji; and Sj3; behave differently
than Sp») and Sy4): the probe is found to have a significant effect
only for the sample Sj;; and Sj3;. We have no clear explanation
for this feature. None of the other effects are significant for all
the reference samples.

In the case of nanoparticles, probe, tapping force and scan
speed do have an effect while the operator and the analyst do
not. The number of significant fixed effects is reduced from
my =5 to my = 3. Moreover, it is found that the interaction
between the tapping force and the scan speed and the inter-
action between the tapping force and the probe are significant.

2.4. Bayesian approach

In the Bayesian approach, nanoparticle height or grating step
height are statistically modeled either by an unknown probab-
ility density function (PDF) or by assuming an a priori distri-
bution with parameters to be estimated by a Bayesian method.
The latter is opted for here. On the market, samples are gener-
ally characterized by a summary value (mean, mode, standard
deviation, etc) and not by its full PDF, arguing for the chosen
approach. The Bayesian approach better takes into account
correlations between the parameters by considering the inter-
actions within the MCMC sampling while the frequentist one
considers them globally. Despite the conceptual difference
between frequentist approach and Bayesian parameter estim-
ation, their results are expected to be similar in simple cases.
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The hjy are assumed to be normally distributed
(~N(p,0)) and follow the model of equation (2). The para-
meters (o, 3, Oday> Tpos and op, are obtained by running
an Hamiltonian Monte Carlo algorithm in RStan with the n
measured /;; as input data and non-informative (flat) priors.
Being the default algorithm of RStan, Hamiltonian Monte
Carlo algorithm proved to be more stable, with reduced cor-
relation in time than standard Metropolis—Hastings algorithm.
Faster convergence is observed. Better exploration of the para-
meter space is also observed when parameters are correlated
[19, 20]. The prior parameter densities are updated by the
Bayesian estimation, leading to posterior densities for all the
parameters in the model [17], the 8’s and the ¢’s, and the
measured diameter (or step height) 4, and the mean measured
diameter (or step height) (,,. From these posterior densities,
expected (measured) values (E [A,] and E [u,,]) and standard
deviations (SD [h,,] and SD [p,,]) are calculated and reported
in the coming tables.

3. Application

In the following, the method described above is applied to the
step height measurements in a first instance to build the mul-
tiple points calibration curve, and in a second step to the nano-
particle measurements. The nanoparticles used in this study
are NIST gold particles RM8012 with nominal diameter of
30nm [21]. Samples are prepared and deposited on modified
poly-L-lysine mica substrate according to [22]. Finally, the
calibration curve is applied to the distribution of the meas-
ured nanoparticle height in order to obtain the calibrated nan-
oparticle height.

3.1. Step height standards

3.11. Experiment under intermediate precision
condition.  Between n= 140000 and 280000 step height
measurements on each reference standards are performed
according to ISO standard 5436-1 [14] and the Bayesian
estimation with the mixed model (2) is carried on the data.
The estimated variance of the respective random effects are
shown in table 3 for the 4 standards. Clearly, the image repeat-
ability does not bring any variability. For all the standards, the
largest contribution comes from the within image variability
but contribution from day and position cannot be discarded.
Regarding the fixed effects and as already mentioned above,
only the probe effect is significant and strangely enough, only
for gratings Sy} and Sy3;, but not for gratings Sp; and Sp4; (see
table 4).

The expected value of the measured mean step height i,
for the 4 standards E[u,] and the corresponding standard
uncertainty SD [,,] are extracted from the posterior distribu-
tion of the model (see table 5).

3.1.2. Construction of the calibration curve.  The certified
mean heights and standard uncertainties of the 4 reference
gratings, as given in the calibration certificate, are summar-
ized in table 1. The PDF for the certified step heights fi.(,

Table 3. Variance of the random effects influencing the step height
measurements for each grating [nmz].

&[] for (] for o?[] for o[ ] for
Effect for S[l] for S[z] for S[3] for S[4]
Day 0.0075 0.0001 0.5439 1.0923
Position 0.0149 0.0016 0.1623 0.6170
Image repeat. 0.0000 0.0003 0.0002 0.0018
Within image 0.0309 0.0455 0.0105 1.4797

var. (€res)

Table 4. Standard uncertainty of the probe fixed effect for each
grating.

Grating SD (/Bprobe) (nm)
S 0.11

Si2) NS

S 0.25

Sta) NS

Table 5. Expected values and standard uncertainties for the
measured mean step height 1, for each reference standard grating.

Grating E [tm] (nm) SD [p] (nm)
M 1591 0.13
S 42.15 0.01
S3 99.06 0.54
Sy 177.04 0.70

(r=1,2,3,4) are assumed to follow normal distributions with
mean and standard deviation set according to the certificate.

Having the 4 calibration points (IE [1,,], E[pic])},;, the cal-
ibration curve is obtained by fitting the quadratic regression
equation:

He[r]) = & —+ Y Bm[r] + 6,“72n[r] +e. 3)

The parameter € is a normal deviation from the quadratic
model. In the Bayesian framework, these parameters are
expressed by probabilities and the PDFs for «, v, 4 and € dis-
play the variability present in the calibration points and the
model uncertainty. The joint density for (a, 7, d, €) is approx-
imated by sampling N times from its distribution through the
following procedure:

o take N samples (fij, fic;) [y (forj=1,...,N) from the 4 cal-
ibration points (r=1,2,3,4);

e calculate for j=1,...,N the estimated coefficients c;, ;
and d;, and the mean squared error sf by performing N times
an ordinary least squares quadratic regression with regres-
sion data (,umj,ucj)[r] forr=1,2,3,4;

e sample a random value ¢; from ./\/'(O,SJZ) (forj=1,...,N);

e collect the sample («;,;, 6;, €5).

The joint distribution of («,~,d,€) is approximated by
merging the N samples («;,7;,9;,¢;) for j=1,...,N. Table in
figure 3 shows the results obtained for the parameters with
N =10°. Given the value of §, the calibration curve can be
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3 4
parameter E[] SD[.] E T
o ~0,2059 nm 0,7724nm = g |
5 1,0025 0,0252 g
5 0,000003nm~" | 0,000135nm™" § g |
€ —0,0007 nm 0,6919nm  E

e T T T

50 100 150

certified u [nm]

Figure 3. Expected values and standard uncertainties for the calibration curve parameters—graphical representation of the 95% confidence

interval of the calibration curve.

defined as linear. The 95% confidence interval of the calibra-
tion curve and the mean calibration curve are also illustrated
in figure 3.

3.2. Nanopatrticles

3.2.1 Experiment under intermediate precision
condition. ~ Similarly to what has been performed for
the step heights, an intermediate precision experiment is
performed for the nanoparticles, following an appropri-
ate design of experiment. To obtain a sufficient amount of
particles on a single image a scan range of 3 pum x 3 um
is chosen with 1024 x 1024 pixels, leading to pixel size of
about 3nm x 3nm. Three different kinds of tapping probe
are used (Olympus AC160TS, Olympus AC240TS, PPP-
NCHR) with different spring constants and resonance fre-
quencies. The effect of scan speed in the scanning direction is
assessed by considering three different values (i.e. 1.8, 3.6 and
5.4 ums™"). Also four values of probe oscillation amplitude
ratio (i.e. the ratio between the tapping amplitude setpoint
and the free tapping amplitude in air), related to the tip tap-
ping force, are tested (i.e. 65%, 70%, 75% and 80%). The
electronic feedback controller parameters are chosen by the
operator to obtain a good tracking of the topography. These
adjustments are subjective choices going into the operator
effect. As previously discussed, the operator and the analyst
are found to have no significant contribution to the variability
of the measurements and is removed from the model.

Executing the experiments, collecting the nanoparticles
heights in the different conditions and performing a Bayesian
fit with model (2) as described previously, leads to the results
shown in tables 6 and 7 for the random and fixed effects on the
measurand variability. n = 8259 nanoparticle height measure-
ments were considered for this purpose. Image repeatability
is not investigated for nanoparticles because it was shown not
significant for step height standards and not considering this
effect reduces significantly the measurement time.

The different levels of the coding variable for the paramet-
ers probe, amplitude ratio and scan speed are expressed by
posterior PDFs. The average of these level posteriors are con-
sidered to calculate the respective standard uncertainties as the
standard deviation of these average PDFs, shown in table 7.

Table 6. Estimated variance of the random effects influencing the
nanoparticle height measurements.

Effect u?(+) (nm?)

Day E [03,] = 0.16
Position E [070s] = 0.88
Within image variability (res) E[oz] = 7.61

Table 7. Estimated standard deviation of the respective fixed effects
significantly influencing the nanoparticle height measurements.

Effect u [nm]

Probe SD [Bprove] = 0.49
Amplitude ratio SD [ Brapping force] = 0.52
Scan speed SD [Bspeed] = 0.39

Table 8. Expected values and standard uncertainties for the
measured particle height 4, and the mean measured height ju,, of
the gold nanoparticle sample.

E [hm} (nm) SD [hy] (nm) E [mum} (nm) SD [pm] (nm)

23.39 3.18 23.40 1.19

The main effects of the fixed factors are given in this table,
although interaction terms (amplitude ratio - scan speed and
probe - scan speed) are also included. The combination of the
posterior PDFs of all these parameters in model (2) gives rise
to a PDF for the measured height 4, of a single nanoparticle
and for the measured mean height ,,. The expected value
E [1n] and the corresponding uncertainty SD [#,,] for the meas-
ured height h,, of a single particle, and E [11,,] and SD [,,] for
the measured mean height p,, are given in table 8.

Results from Bayesian approach have been compared
to estimation by the frequentist approach (REML). Fixed
effects and random effects are compatible between the two
approaches and within their uncertainties. Bayesian approach
generally results in smaller uncertainties, which might be
explained by correlations better accounted for.
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Figure 4. Example of an AFM image of nanoparticles (a), corresponding height probability density function (b) and illustration of the use
of the calibration curve (c) to get the corrected and certified height probability density function (d).

Table 9. Expected values and standard uncertainties for the certified
particle height /. and the certified mean height pi. of the gold
nanoparticle sample.

E [hc] (nm) SD [h¢] (nm) E [uc] (nm)

23.25

SD [c] (nm)

23.24 3.28 1.44

3.2.2. Application of the calibration curve.  The regression
model (3) expresses the relation between the measured and
the certified mean step height of the reference standards, so
adopting this relation to obtain a calibration curve leads to

Ge =+ Vg +08q, +e€ )

where ¢ is the certified quantity of interest and g,, is the meas-
ured quantity of interest. The certified PDF of the measurand
q. is obtained by running Monte Carlo through equation (4)
with the measured ¢, (¢, = h,, and g. = h, for the particle
height and g,,, = .,y and g. = p. for the mean particle height).

The consecutive steps to perform traceable dimensional
measurement of nanoparticles are illustrated in figure 4: (a)
the particle heights are collected through AFM measure-
ments under given conditions, (b) PDFs are constructed with
model (2) and (c), (d) these PDFs are corrected through the
application of the calibration curve. The PDFs summary para-
meters for the special case of the gold nanoparticles under
investigation are listed in table 9. Reference value for RM8012
provided in NIST report of investigation is 24.9 nm with an

expanded uncertainty of 1.1 nm [21]. The uncertainty detailed
in the present work overlaps with value from NIST but is
larger. The mean value is slightly smaller than NIST mean
value. This might partially be explained by the deformation
of the nanoparticles at the contact with substrate as described
in other works [9, 23]. Taking this effect into account could be
an improvement of the present work, for which the focus was
set on investigating instrumental and operation effects.

4. Conclusions

In this paper, we propose an innovative statistical method for
the traceable measurement of nanoparticle dimension, based
on a multiple points calibration and an extended statistical
analysis of design of experiment data with hierarchical mixed
model in a Bayesian framework. Extensive statistical meth-
ods are particularly recommended when there is no full meas-
urement equation available. The particular case of gold nano-
particles measured with AFM is discussed.

The traceability of the nanometer scale dimension is
achieved through comparison to step height reference stand-
ards in a multiple point calibration curve. A complete meas-
urement uncertainty evaluation of the measured dimensional
quantities of the reference standards and the nanoparticles is
performed. It consists in statistically modeling experimental
measurement data in a mixed model containing random and
fixed effects.



Meas. Sci. Technol. 32 (2021) 085008

J Pétry et al

These data are obtained from a nested design of experi-
ment performed under intermediate precision conditions. The
random effects of the model are measurement day, position
and image repeatability (for step height standards only); the
fixed effects are the instrument main parameters, the operator
and image analyst. For the sample of gold nanoparticle under
investigation it has been demonstrated that among the fixed
effects, only the scan speed, the amplitude ratio and the type
of probe have a significant effect on the nanoparticle height
measurements.

Bayesian inference is performed on the mixed model with
non-informative prior and posterior PDFs are obtained for
all the parameters of the model. From these PDFs, summary
values such as expected and standard deviation can be extrac-
ted. In particular, the expected values and standard deviations
of single nanoparticle height and mean height are extracted to
get the certified SI traceable corresponding values.
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