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Abstract: This study proposes an approach for process-focused assessment (PFA) utilizing the con-
cept of deep neural networks with a sequence of facial images. Recently, process-based assessment
has received significant attention compared to result-based assessment in the field of education. Con-
tinuously evaluating and quantifying student engagement, as well as understanding and interacting
with teachers in study activities are considered important factors. However, to achieve PFA, from the
technical and systematic perspectives, the real-time monitoring of the learning process of students is
desired, which requires time consumption and extremely high attention to each student. This study
proposes an approach to develop an efficient method for evaluating the process of learning and
studying students in real time using facial images. We developed a method for PFA by learning facial
expressions using a deep neural network model. The model learns and classifies facial expressions
into three categories: easy, neutral, and difficult. Because the demand for online learning is increas-
ing, PFA is required to achieve efficient, convenient, and confident assessment. This study chiefly
considers a sequence of 2D image data of students solving some exam problems. The experimental
results demonstrate that the proposed approach is feasible and can be applied to PFA in classrooms.

Keywords: expression recognition; process-focused assessment; face detection; deep neural network;
machine learning

1. Introduction

The recognition of objects (e.g., faces), expressions, and emotions using visual images
is a challenging task in computer vision and pattern recognition. Because visual infor-
mation is widely used in several fields, recognizing target objects is an important task,
and recognition activities have significantly improved from the theoretical and practical
perspectives [1–4]. Notably, face recognition is a popular research area, receiving signif-
icant interest, and is extensively studied. Furthermore, its application exists in several
practical areas [5–7]. Based on the technology of face recognition with image analysis,
image processing and classification, and expression and (or -based) emotion recognition,
notwithstanding being challenging and occasionally appearing as an ill-posed problem,
recognition has gained considerable attention in practical areas [8,9]. In the field of face
recognition, information, such as using landmarks, 3D curves representing the geomet-
ric shape of faces, intensity, and eigenfaces, has provided successful recognition results.
This area is fundamental and central in practical fields such as certification, surveillance,
security, and finance. In our previous study on face recognition, the proposed approach
mainly focused on the analysis of images that are predominantly defined in 2D space.
Moreover, in the previously proposed approaches, the efficient representation of face data
is of interest because images usually contain more than a million pixels, and current cam-
eras provide billions of pixels, leading to the production of high-resolution images. A major
challenge of face (or any object) recognition is to classify objects that are usually defined
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in high-dimensional space and represent them in a lower dimensional space. Such an
excessive number of pixels leads to the degradation of processing speed, hindering ap-
plication to real practices. Therefore, the projection of the original images defined in a
high-dimensional space to a lower dimensional space is a crucial task, which is called
dimensionality reduction [10]. To achieve dimensionality reduction for efficient representa-
tion without information loss, several algorithms have been introduced and have shown
successful results for classification, representation, and recognition. Principal component
analysis (PCA) focuses on the representation of the original data in lower dimensional
space, and the eigenface algorithm uses PCA for face recognition. Linear discriminant
analysis (LDA) focuses on determining the criteria for data classification. PCA, LDA,
independent component analysis (ICA), and Fisher discriminant analysis (FDA) employ
linear feature extraction [11]. Although there are several algorithms that achieve accurate
recognition and classification results and alleviate the limitations that usually arise from
ambient light, varying lighting conditions, and varying poses, PCA is widely employed [12].
Because the original data are usually defined in high-dimensional space, in practice, feature
extraction and representation in a non-linear manner are of interest. Random projection is
a nonlinear-based method, which matches a feature point in high-dimensional space to a
point in a lower dimensional space. Establishing a relationship between these two points is
crucial for the nonlinear method. A popular method is to employ kernel-based analysis
such as kernel-PCA and kernel-LDA. In nonlinear methods, the intrinsic characteristics
or structures of feature points at a high dimension should be preserved, whereas the di-
mension of the points that are projected into a lower dimensional space should be reduced.
Local linear embedding (LLE), self-organizing map (SOM), curvilinear component anal-
ysis (CCA), curvilinear distance analysis (CDA), and other approaches have been used
for nonlinear dimensionality reduction in recognition and classification. The details and
surveys on dimensionality reduction using linear or non-linear approaches can be found
in [13–16]. Expression pose or light-invariant face recognition has also been proposed to
achieve a robust system for recognition and classification. To achieve the aforementioned
robust results, the 3D coordinates of a target face, that is the geometric information of a
face, have been fully exploited; consequently, the accuracy has shown considerable im-
provement [17,18]. However, as reported by previous studies, the improvement of the
results is not significant, although 3D coordinate information has been used. Recently,
learning-based face recognition has received significant attention, particularly recognition
using convolutional neural networks (CNNs), regression, etc. [19–21]. Extended from face
recognition, emotion recognition from visual information is of interest in practical fields.
Speech signals are used to recognize emotions in humans, and image-based recognition
has received significant attention in practical fields. To recognize emotions using visual in-
formation, we can exploit facial expression, as it performs a significant role in interpersonal
communication. Visual expression is more popularly employed than the voice (verbal)
signal. Similar to face recognition, the conventional recognition of emotion is based on
localizing landmark points on a face image [22]. That is, emotion recognition depends on
accurate feature extraction and detection. Recently, learning-based methods, in particular
deep learning-based methods, have been extensively investigated, and their accuracies
have been significantly improved. The details of the review on emotion recognition can be
found in [23,24].

This study considers two major contributions: the first is expression-based emotion
recognition, and the second is process-focused assessment (PFA). Between the two con-
tributions, expression-based emotion recognition is significantly considered in this study.
PFA (also called process-focused evaluation) is one of the methodologies used to evaluate
the learning and studying performances of students. PFA has provided new approaches in
the field of student assessment. In the past few decades, result-based assessment has been
a major method for monitoring the learning performance of students, for example during
midterm and final exams in classrooms. However, recently, monitoring how students
understand course materials has received significant attention in the field of education.
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Although the application of expression recognition in education is scarce, it is necessary for
the PFA of students’ performance and concentration. In particular, remote education has
been extensively used in distance education for part-time students who face difficulties
in physically attending classes. Moreover, in the case of remote education, it is difficult to
assess or evaluate how students feel about the level of difficulty of problems or assignments
given to them in class. In addition to technical perspectives, PFA has become popular
in educational fields because, recently, result-based evaluation has been considered as
not effective [25]. Because there are differences between students’ abilities in learning,
understanding, problem solving, etc., it is necessary for teachers or advisors to carefully
observe students in real time. The emotions of students in class are worth observing and
significantly affect education (both offline and online learning). Some studies have pro-
posed estimating the emotional state of students by observing or quantifying the movement
of the eyes, head, entire face, and other parts that are related to learning activities [26,27].
In a recent study, an approach was proposed to evaluate students’ engagement in the
virtual environment of education [28]. We use facial images to recognize expression-based
emotions of persons solving problems (in the experiments, the test problems are related to
programming languages). If the emotion of each student can be recognized using facial
expression (from visual images), it can be a significant clue to teachers or instructors, so that
they can adjust the level of difficulty or rearrange course materials that are suitable for
each student’s ability. In the problem solving test, the video camera records their face in
real time, and the sequence of facial images is stored. The expressions are categorized into
three classes: easy, neutral, and difficult; however, several studies on expression recog-
nition categorize them into seven classes: happy, angry, sad, neutral, surprise, disgust,
and fear [29]. It is challenging to recognize emotions based on facial expressions when
solving assigned problems because there are variations in the facial position. Therefore,
the sequence of facial images is recorded until the students compare their answers to the
true one. The expressions of the person vary with time, and a 2D image of a face with the
expression is recorded and used as an input for the deep neural network (DNN) model.
The output of the model is categorized into three classes. Based on the approach proposed
in this paper, the results can be applied to PFA in the field of education as follows:

• The ability to understand materials can be observed in real time.
• Based on the learned expression data, teachers can determine the next level of diffi-

culty of a problem (or studying materials).
• Teachers can prepare teaching materials in a more precise manner such that the

materials reflect the learning ability of each student.

The rest of this paper is organized as follows. Section 2 describes the overall architec-
ture of the proposed approach, and Section 3 details the detection and classification of facial
expressions based on the sequence of 2D facial images. Section 4 verifies the proposed
approach by presenting the experimental results, and Section 5 concludes this paper.

2. Overall Architecture

This section describes the overflow of the proposed algorithm for the recognition of
facial expressions that is used to develop an evaluation framework to achieve and focus on
PFA, instead of result-based evaluation. The proposed approach mainly employs a DNN
model; the DNN is a popular method for recognition and classification. Rather than face
recognition or expression recognition, this study focuses on developing a framework to
continuously evaluate and monitor students’ engagement and concentration in solving
the problems. All of these problems are official exam problems provided by the national
agency of South Korea. To achieve our purpose in this study, we use facial images that are
defined in 2D space and stored as a sequence of 2D images using a video camera. As the
paradigm of education changes from result-based assessment to process-based assessment,
continuously observing students’ faces is required to establish a technical framework for
expression-based emotion recognition. This type of evaluation system is necessary for
offline and online classes. The proposed approach provides image-based recognition of
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facial expressions, and we categorize the expressions into three classes, each of which
corresponds to the level of difficulty of the problems. The expressions are recorded in a
real-time manner with a sequence of facial images. The overall flow of this study is shown
in Figure 1.

Figure 1. Overall flow of the proposed approach for process-focused assessment (PFA) using recorded
face images. The input for this system is a sequence of face images and problems categorized into
three classes: easy, neutral, and difficult. (a) Training phase to learn facial expressions using a
sequence of 2D images that are recorded in real time. (b) Validation phase to test and apply the
proposed approach on face images.

The participants of the experiments in this study are undergraduate and graduate
students majoring in computer science engineering. Once the participants are given the
problems (in the experiments, all of the problems are displayed on a computer monitor),
they start solving them by watching the monitor, and they occasionally require a pencil
and paper to write and summarize their ideas. We assume that the facial expressions of the
students vary according to the difficulties of the problems. Because the proposed approach
is based on facial images (in 2D space), we need to preprocess the input images (from the
recorded images, a sequence of multiple facial images is stored and used as the input for the
recognition system) such as face detection, smoothing, alignment (registration), and normal-
ization. Preprocessing ensures that facial expressions with the same or different persons are
properly compared. The former is an intra-class comparison, and the latter is an inter-class
comparison. In the course of face detection, it employs AdaBoost and Haar feature-based
detection algorithms to detect the regions of human faces by extracting the feature points
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of a face using a cascade function [30]. In the learning phase, a DNN is applied to the
face images, and the classification is performed by categorizing the expression into three
classes: easy, neutral, and difficult. The accuracy of classification (learning and validation
accuracy) is improved with the increase of the epochs (the number of iterations of learning
via the DNN model). This study employs a CNN model to recognize and classify facial
expressions. In the study conducted by Correa et al., they classified facial expressions into
seven classes: angry, disgusted, fearful, happy, neutral, sad, and surprise [31]. However,
in this study, we focus on categorizing facial expressions into three classes based on the
assumption that the expression varies according to the level of difficulty of the problem.
Once the learning procedures of the expressions and classification are complete, validation
is performed using the test data. This approach can be applied to PFA during the real-time
monitoring of students who are solving problems. Based on the observation of facial
expression or its variation, the appropriate feedback or adjustment of the difficulty level of
the remaining problems can be possibly performed from the educational perspective.

3. Detection and Classification of Facial Expression

This section presents the details of an important contribution in this study, i.e., the de-
tection of the face and classification for expression recognition. Detecting the regions of
interest is a crucial and fundamental stage in the fields of image processing, computer
vision, and pattern recognition. In addition to those areas, to achieve classification using
machine learning techniques, detecting the region of interest should be performed a priori.
This study involves the detection of a region of a human face in real time from the captured
images (i.e., sequence of recorded images), followed by the recognition and classification
of expressions; therefore, the region of the human face should be detected from the video
sequence. In the course of face detection, the recorded sequences of images are partitioned
into frames, and face detection is performed in each frame. A rectangular shape is used
to present the result of the face detection, and these bounded faces are stored as datasets
that are to be used for the classification procedure. Once detection is performed, the re-
sult, which is described using a bounded rectangular box, is resized to sizes of 48× 48
and 227× 227, such that different image sizes can be used for the learning procedure,
leading to a detection and classification system that is robust to variations in size or scale.
In addition, we can investigate if the resolution of the input image affects the accuracy
of the classification. Once the region of a face from a sequence of frames is successfully
detected, the feature points are extracted; the extraction should be robust to the scale of
the image. In this procedure, a DNN is employed. In this study, to extract feature points
such as eyes, nose, and mouth, the adaptive boosting algorithm (AdaBoost) and Haar
feature-based cascade are used [30,32]. The AdaBoost algorithm determines the common
characteristics of the human face in the captured images by applying a weak classifier; then,
numerous weak classifiers are linearly added to generate a strong classifier by optimizing
the weighted parameters as follows.

f(x) =
N

∑
i=1

αT
i hi(x), (1)

where f(x), αi (αT
i is the transpose of αi) and hi(x) are the strong classifiers, weighted

parameters, and weak classifiers, respectively. (x = {x1, x2, ......., xM}) represents the image
data defined in a 2D space, that is x ∈ RM×M and x1 ⊂ RM×1. The region of the face is
detected and bounded by a rectangular box; thus, the size of the detected region of interest
is M×M. hi(x)s are added with iteration, and at the nth iteration (i = n), αi=n is updated
in an adaptive manner. Consequently, the final step of the classifier f(x) performs well.
In the case of face detection, our f(x) shows improved feature extraction accuracy. Similar
to linear classification (e.g., single layer perception or linear regression), hi(x) is applied
to input data x and the optimized current state of feature extraction (in general). This is a
classification that classifies the eye(s), nose, mouth, etc., in the face image and determines
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αi. The AdaBoost algorithm is considered suitable for face detection with Haar-like feature
extraction, which is an appropriate method for detecting feature points in a single target
object. Because our target image is a single face in a captured image, the proposed approach
uses AdaBoost and Haar-based feature extraction. Given a color image including a face,
it is transformed into a grayscale image, and features such as eyes, nose, and mouth are
detected. To classify facial expressions based on whether a participant is watching the
problems to be solved, DNN-based classification is employed. In particular, the CNN
model categorizes the facial expressions into three: easy, neutral, and difficult. In this
study, we utilized the FER2013 database to perform learning procedures and compare the
proposed method with those developed by studies on classification [33]. To validate the
proposed approach, real faces are captured by a video camera, and the learning process is
performed in three cases as follows.

• Case 1: A participant is confronting and solving an easy problem.
• Case 2: A participant is confronting and solving a neutral problem.
• Case 3: A participant is confronting and solving a difficult problem.

The hypothesis is that the facial expression varies with the level of difficulties, and our
approach increases the size of the first layer of CNN when using images of higher resolution.
To classify facial expressions after the face region is detected, the face that is bounded
by a rectangular box is used as the input for the CNN-based model that classifies the
input images into three classes. Figure 2 depicts the procedures for classifying facial
expressions, and Figure 3 depicts the model that is based on the CNN, which is employed
in this study [31]. The input data are the segmented region of a face (face detection is
performed prior to entering the DNN model), whose size is 48× 48 or 227× 227. Moreover,
3× 3 kernels and ReLU function ( f (x)) (from Equation (2)) are used for the learning and
activation functions, respectively.

f (x) =

{
x, if x ≥ 0
0, otherwise

(2)

Figure 2. Overall procedure for expression classification using deep neural network (DNN) (convolutional neural networks
(CNN) model).
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Figure 3. Basic model employed for expression recognition.

In the proposed model, analogous to other studies using CNN, it is important to
design the number of hidden layers and neurons in each layer. It is also important to
determine the activation function and parameters that affect the filters applied to the input
of each layer (it can be the original input or the output of another layer). The parameters
for this model are optimized via error back-propagation. As the participant solves the
problems, the recorded sequence of images is classified into three expressions: easy, neutral,
and difficult. The detected faces are aligned and normalized, and the result of detection
is represented as a 2D face bounded by a rectangle. In the recorded face, the extent of
concentration and immersion in studying materials can also be evaluated. This procedure
enables us (in particular, teachers or instructors) to achieve PFA. Figure 4 shows the details
of the process of training and validation for the classification of facial expressions.

Figure 4. Overall flow of a system for classifying facial expressions using DNN.

To calculate the loss, a cross-entropy function is employed in this study. Because the
expression is categorized into three classes, the output of the softmax function (y) can be
written as follows:

yi =
eEi

∑3
j=1 eEj

, (3)

where Ei is the ith expression of a face; for example, i = 1, i = 2, and i = 3 correspond to
easy, neutral, and difficult, respectively. The cross-entropy function is expressed as follows:

Hcross = −
3

∑
j=1

tilog(yi), (4)
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where Hcross represents the cross-entropy and ti and yi represent the true and estimated
values, respectively. The aforementioned procedures are iterated to optimize the parameters
that are included in the network model. The adaptive moment (Adam) optimizer is
used [34].

4. Experimental Results

To substantiate the proposed method, we present the experimental results in this
section. The system environment is presented in Table 1.

Table 1. Experimental environment.

Category Version

Operation system Window 10

CPU Intel(R) Core(TM) i5-8250U CPU @1.80 GHz
1.60 GHz

System type 64 bits
Memory (RAM) 8.0 GB

Simulation environment Anaconda 4.7.5

Python 3.6.8, OpenCV-Python 4.1.0.25, Numpy 1.16.4, Keras 2.2.4, and TensorFlow
1.13.1 are used to fully exploit the deep learning library. We aim to accomplish a framework
for PFA by employing the concept of the classification of facial expressions using a DNN
model. First, to record and recognize facial expressions, an appropriate selection of the
problems enables us to observe variations in facial expressions while solving the problems.
The overall flow of the experiments is shown in Figure 5. The problems are selected for
students majoring in computer science and engineering (one student’s major is computer
education). They used two personal computers; i.e., one for displaying problems to be
solved and the other for recording. Once problem solving starts, a video camera (usually
attached to a laptop PC) simultaneously starts recording the face. The recording ends if the
participants finish solving the problems and comparing the true answer with the selected
answer. When participants are solving problems and comparing their answers to the true
ones, their expressions vary. This variation plays a key role in recognition and classification.
In the training phase, the expressions are categorized into three classes, each of which is
assigned according to the student’s emotion and whether the selected answer is true or not.
Once the training phase is complete, other images (faces) are used as validation datasets.
In this experiment, we recorded 27,110 images with a 48× 48 resolution and 18,338 images
with a 227× 227 resolution. Some images are used as the training set, and the rest are used
as validation datasets (the ratio of the training and validation sets is approximately 4:1).

Figure 5. Overall flow of the experiments conducted in this research to establish a framework for
process-focused assessment (PFA).
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There are 45 problems, and the participant is given approximately 5 min to solve
and check the true answer for each problem. The selected problems are from officially
approved exams, and the level of difficulty is selected based on the percentages of correct
answers that are also officially published (from the official organization in South Korea).
An example is shown in Figure 6.

Figure 6. Example of the problem assigned to a student in this experiment (from https://www.gosi.
kr/). Question: Find an answer that shows the final output of this source code (since the question is
in Korean, we have translated it to English).

To magnify the variation of facial expression for our study, the problems require
different levels of the depth of thought. Once the problem is solved, the camera starts
to record the face and finishes recording once the participant compares the true answer
with his/her answer, such that all variation in the facial expression can be observed.
Analysis and classification are performed after all the facial images are stored in memory.
This is because real-time analysis and classification are difficult owing to the hardware
performance of laptop PCs. Once the participants check the correct answer, the result of
the answer’s correctness affects their facial expressions; thus, the recording is conducted
until correctness is confirmed. To record the expression, two cameras are used, each of
which records the face from different perspectives. The resolution of the recorded image is
1280× 720, and the frame rate is 30 frames per second. The region of a face is detected with
a feature extraction algorithm, and the dataset is categorized into two groups: training
and validation. The selection of problems is randomly performed such that the participant
cannot manipulate the experimental conditions. The examples of detected faces using the
Haar cascade are presented in Figure 7.

Figure 7. In face detection, the Haar cascade algorithm is employed, and the grayscale image is
stored and used as the input for the learning and training processes.

The datasets for the experiments are summarized in Tables 2 and 3.

https://www.gosi.kr/
https://www.gosi.kr/
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Table 2. Dataset (size 48× 48) used for the experiments.

Classification Training Set Validation Set Total

Easy 7001 1780 8781
Hard 9922 2520 12,442

Neutral 4322 1565 5887
Total 21,245 5865 27,110

Table 3. Dataset (size 227× 227) used for the experiments.

Classification Training Set Validation Set Total

Easy 5220 1308 6537
Hard 7229 1810 9039

Neutral 2217 554 2711
Total 14,666 3672 18,338

In setting up the hyperparameters of the network model, the training step (parameter
train_step), size of the batch (batch_size), learning rate (learning_rate), and rate of
dropping a number of neurons out of the total number of neurons (dropout_keep_prob)
are 5000, 30, 10−4, and 0.7, respectively. Once the training process is complete, validation is
performed to evaluate the accuracy of the classification. Optimization is performed to avoid
the overfitting problem. The size of the input image affects the optimization parameter,
which prevents overfitting. In the experiments, to validate the effect of the number and
resolution of the input images, three experiments are performed using different datasets,
as shown in Table 4.

Table 4. Different experimental setups for training and validation.

Experiments
Setup

Size
(Resolution) Training Set Validation Set Total

Setup I 48× 48 2250 460 2710
Setup II 48× 48 14,602 3488 18,090
Setup III 227× 227 5871 1250 7121

To explain the experimental results, Table 5 presents the accuracy of training and
validation.

Table 5. Loss and accuracy values of training and validation for classification.

Experiments Setup Size (Resolution) Number of Samples Training Accuracy (%) Validation Accuracy
(%)

Goodfellow et al. [33] 48× 48 35,887 – 64.24%
Setup I 48× 48 2710 70 75
Setup II 48× 48 18,090 52 65
Setup III 227× 227 7121 83.9 82

In the first experiment (Setup I), the input image is 48× 48, and two-thousand seven-
hundred and ten images with 15 epochs are used. The results show that the optimal
epoch is 10, and an epoch number larger than 15 leads to an overfitting problem. The loss
and accuracy of the training and validation are shown in Figures 8–10. Furthermore,
the number of datasets and the size of the input image affect the training and validation
accuracy. We can conclude that, to achieve accurate results based on DNNs, the quality and
quantity of input images are crucial for the overall performance. In the first case (Setup I),
two-thousand seven-hundred and ten input images of 48× 48 pixels are used. In Figure 8,
once the epoch exceeds 10, overfitting is observed (loss or accuracy is sharply degraded).
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Moreover, the accuracy and model loss are improved until the epoch reaches 10 in training
and validation. This means that, as shown in Figure 9, the optimal number of iterations
needs to be determined to achieve the optimal result. In Figure 9, the accuracy and model
loss show better performance than in Figure 8, although the quantity of improvement is not
significant. From the experiments in Figures 8 and 9, the number of input samples affects
the performance, although the improvement is not significant. In Figure 10, the resolution
of the input images increases from 48× 48 to 227× 227 (pixels × pixels). In Figure 10,
from the observation of accuracy and model loss, the performance is significantly improved
compared to the case of Setups I and II. Based on the experimental results, the classification
of facial expressions is demonstrated to perform accurately with input images of high
quality. Analogous to the findings from previous studies, particularly those on DNNs for
classification, the quality of the input data plays a key role in the overall performance of
the system.

Figure 8. Accuracy and loss values of training and validation using 48× 48 sized images (Setup I in
Table 4).

Figure 9. Accuracy and loss values of training and validation using 48× 48 sized images (Setup II in
Table 4).
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Figure 10. Accuracy and loss values of training and validation using 227× 227 sized images (Setup
III in Table 4).

From the experiment, the system to supervise and observe students’ engagement in
the classroom requires high-quality facial images. Once real-time classification is feasi-
ble, the instructor or teacher can arrange and adjust the environment for the study in a
continuous real-time manner.

5. Conclusions

In this study, we propose an approach to classify facial expressions to achieve PFA.
This study mainly considers the educational aspect by employing the concept of machine
learning based on a DNN model. To achieve PFA, we record the facial expressions of
participants while they solve problems. A recording was obtained using a video camera
during the process of solving the problems, and it was stopped after the participant checked
the answers. The model learned facial expressions based on a CNN for classifying and
identifying the feelings of the participant on the difficulty level of the given problems.
The experiments showed reasonable accuracy in training and validation. In this study,
we have two important considerations. The quality of input images plays an important
role in the overall accuracy for training and validation. Moreover, we cannot expect
a significant improvement of overall accuracy only with an increase in the number of
iterations (the accuracy increased slightly and not significantly). Notably, for recognition,
this study employs a CNN; an open library, Keras, is used to implement the network.
However, we focus on the recognition of facial expressions while students solve exam
problems. The important aspect of this study is that the performance (i.e., accuracy) highly
depends on the image quality. The number of datasets or iterations (epochs) highly affects
the results, and this study shows that image quality is important. In future studies, we will
attempt to increase the number of classes of expressions and face data for the testing phase,
such that the teachers or supervisors can analyze the participants precisely, and PFA can be
performed in a practical environment.
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