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Cotton is one of the major crops in India, where 23% of cotton gets exported to other countries. The cotton yield depends on crop
growth, and it gets affected by diseases. In this paper, cotton disease classification is performed using different machine learning
algorithms. For this research, the cotton leaf image database was used to segment the images from the natural background using
modified factorization-based active contour method. First, the color and texture features are extracted from segmented images.
Later, it has to be fed to the machine learning algorithms such as multilayer perceptron, support vector machine, Naive Bayes,
Random Forest, AdaBoost, and K-nearest neighbor. Four color features and eight texture features were extracted, and ex-
perimentation was done using three cases: (1) only color features, (2) only texture features, and (3) both color and texture features.
The performance of classifiers was better when color features are extracted compared to texture feature extraction. The color
features are enough to classify the healthy and unhealthy cotton leaf images. The performance of the classifiers was evaluated using
performance parameters such as precision, recall, F-measure, and Matthews correlation coefficient. The accuracies of classifiers
such as support vector machine, Naive Bayes, Random Forest, AdaBoost, and K-nearest neighbor are 93.38%, 90.91%, 95.86%,

92.56%, and 94.21%, respectively, whereas that of the multilayer perceptron classifier is 96.69%.

1. Introduction

In India, agriculture is the main occupation, and two-thirds
of the population is dependent on agriculture directly or
indirectly. The yield of the crop depends on the growth, and
diseases might affect the outcome of the crop. However, for
farmers, it will be challenging to identify the disease with
naked eyes. Therefore, identifying plant diseases at the early
stage will benefit in diagnosing and preventing unnecessary
crop loss. Among different parts of the plant, the leaf is the
part that affects the crop yield if it gets affected. Visible
symptoms can help in the detection of disease, and plant
pathologists can suggest a suitable pesticide. In earlier days,
disease identification was performed by taking the leaf
sample and checking the disease type or the condition using
a microscope, or else experts would identify the disease. If
sufficient facilities are not there, then the farmers need to

contact the experts for further action. However, this ap-
proach will be time-consuming. Therefore, the automatic
detection of the disease will help the farmers to overcome the
yield loss. There are numerous image processing methods to
achieve this and are used for processing the images and
identifying the disease. Here, different leaf disease classifi-
cation is performed, taking, for example, leaves of pome-
granate [1], grapes [2], tomato [3], and custard apple [4] for
disease analysis. Figure 1 shows the basic image processing
steps for classification.

Usually, the acquired leaf images with the natural
background are filtered using the Gaussian mask. The
filtered images are used for segmentation using the
modified factorization-based active contour method,
followed by feature extraction. However, if we use all the
features in the classification, training time will be more;
therefore, the selection of features is performed [5].
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FiGure 1: Leaf disease classification.
Finally, the classification of cotton leaf images is per- 3. Related Works

formed using different classifiers as shown in Figure 2.

Among the different steps involved in this process,
after feature extraction, feature selection is used to im-
prove the performance of the classifier. There are various
color and texture features extracted to get the accurate
classification accuracy. In the literature, many authors
have submitted surveys on the performances of different
classifiers. In this paper, based on the features selected [6],
the performance of the classifiers is compared. The
classifiers such as neural network, support vector ma-
chine, AdaBoost, Naive Bayes, and Random Forest are
considered in this study.

Different classifiers have advantages and disadvan-
tages concerning different parameters such as training
data size. Using these classifiers, authors have researched
different leaf disease classification, especially in cotton.
These classifiers have application in breast cancer diag-
nosis problem, heart disease prediction system [7], pre-
diction of economic events [8], text categorization [9],
skin disease diagnosis [10], medical science [11], face
recognition [12], health science [13], brain tumor diag-
nosis [14], terrain classification [15], real-time facial ex-
pression recognition [16], discrimination of breast tumors
in ultrasonic images [17], cancer genomics [18], detection
of skin cancer [19], skin lesion segmentation [20], ma-
lignant melanoma detection [21], and disease detection in
pomegranate leaf and fruit [22].

Apart from the survey of leaf classification, even an
automatic detection system can be helpful in disease iden-
tification, and many researchers have introduced different
methods for disease classification.

The organization of this paper is as follows. Section 2
provides the material and method, Section 3 provides related
works, Section 4 describes methodology, and Section 5 gives
the results and discussion followed by the conclusion in
Section 6.

2. Material and Method

2.1. Database. For this study, cotton leaf images were
considered. The images were captured with a natural
background from the cotton field under controlled
conditions. The database consists of nearly 300 images.
There are two categories, healthy and diseased, used for
training and testing. The sample images are shown in
Figure 3.

The database consists of 150 healthy images, whereas the
number of diseased images is nearer to 150. The diseases
captured are Alternaria, Grey Mildew, and Cercospora leaf
spot. The images were captured from various regions of
Karnataka, India. The images acquired were larger, so before
processing, it was resized to 256 x 256 size.

Many researchers have published papers on leaf disease
classification. We will summarize some of the papers as
follows.

Gupta et al. [23] proposed an improved artificial plant
optimization algorithm that helps to classify healthy and
diseased parts. The database used for experimentation is a
private dataset consisting of 236 images. A histogram of
oriented gradients (HOG) was used for feature extraction.
The performance of the proposed algorithm is 97.45%, and it
was compared with k-nearest neighbors, support vector
machine, Random Forest, and convolutional neural net-
work. Kumari et al. [24] presented a classification of cotton
diseased leaf spots using image processing techniques.
K-means clustering was used for segmenting the diseased
part of the leaf. Later, extracted features such as contrast,
correlation, energy, and homogeneity were fed to the neural
network classifier; the accuracy of the neural network
classifier is 92.7%. Krithika and Grace Selvarani [25] pro-
posed grape leaf disease classification using color histo-
grams, and GLCM features were extracted. The KNN
classifier was used for classification. Sarangdhar et al. [26]
proposed a system for detecting and controlling the cotton
disease classification. Five different types of diseases were
identified, and the implementation was performed using an
app. The overall accuracy of the classifier is 83.26%. The
paper also deals with soil quality monitoring systems.

Panigrahi et al. [27] focused on maize leaf disease
classification using different classifiers. The performance
analysis of classifiers is analyzed performed, and it was found
that the Random Forest classifier suits well for their dataset.
The accuracy of the classifier is 79.23%. Vaishnnave et al.
[28] performed groundnut leaf disease classification using a
KNN classifier. Here, the authors categorized four different
diseases. The fast feature method is used for feature ex-
traction, and the same is feed to the KNN classifier. Usually,
the database images used for the experiment have a plain
background. Mokhtar [29] introduced a tomato leaf disease
classification using image processing techniques. The GLCM
features were extracted, and it helps to identify the healthy
and diseased parts. In this paper, 800 images were used for
experimentation. The performance of the SVM classifier is
higher when compared to that of the other classifiers.
Shrivastava and Pradhan [30] used 172 color features for
each 14 different color spaces. The features were extracted
from 619 images. The performance of seven different clas-
sifiers is used for comparison, and among them, the SVM
classifier has achieved 94.65% accuracy. The author classified
the rice plant diseases into four classes. Hossain et al. [31]
proposed that the KNN classifier achieves better classifica-
tion using the Arkansas plant disease database and Reddit
leaf disease database. The authors converted the input RGB
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Figure 2: Different supervised classifiers.
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FIGURE 3: (a) Healthy leaf image. (b) Diseased leaf image.

image to 1" a* b* model, and later color segmentation was
performed. Later, color and texture features were extracted
and fed to the KNN classifier, and the accuracy of the KNN
classifier was 96.76%. Allen [32] worked on the Ethiopia
maize disease leaf dataset, and the author claims that the
research carried out was not proposed by anyone before. In
this study, preprocessed RGB is converted to gray, and image
enhancement is performed to improve the image quality.
Furthermore, texture, color, and morphological features are
extracted. They were fed to the classifier, and the accuracy
was 95.63%. Basavaiah and Arlene Anthony [33] introduced
a model for tomato leaf disease classification using a Ran-
dom Forest classifier. The dataset consisted of 500 images,
and they were resized to 500 x 500. The features such as color
histograms, local binary patterns, and Hu moments are
extracted. Furthermore, a dataset of 300 images is used for
training, and testing is done for 200 images. The classifi-
cation was performed using a decision tree classifier and a
Random Forest classifier. The experiment resulted in 90%
and 94% accuracy for the decision tree and Random Forest
classifiers, respectively.

Though extensive research was done on the leaf disease
classification, the database used in the maximum papers is leaf
images with a plain background. Apart from that, extracting
individual leaf from the image is a challenging task.

This paper contributes to the following:

(i) The cotton leaf images were segmented from the
natural background
(ii) It can extract the leaf based on the user contour

(iii) Color features are enough to identify healthy and
unhealthy leaf images

Table 1 gives a brief overview of the author’s contri-
bution to leaf disease classification.

After discussing the author’s contributions in the leaf
disease classification, we briefly describe the well-known
classifiers. The classifiers such as K-nearest neighbor (KNN),
adaptive boosting (AdaBoost), support vector machine
(SVM), Random Forest, Naive Bayes classifier, and artificial
neural network (ANN) are considered for the survey. These
classifiers contributed a lot to the image processing field, so
we use these classifiers to show the classifier’s performance
for our database. Furthermore, we give a brief description of
the classifiers which we used for the cotton database.

The neural network classifier was introduced by Alex-
ander Bain and William James in 1890. It was inspired by
resembling the brain neurons.

Since it resembles the human brain, the algorithms are
patterned accordingly. The neural network has the following
advantages: it can handle imperfect data and detect all
possible interactions between predictor variables. Hence, it
is used in regression analysis, classification, and data pro-
cessing. It has numerous applications in agriculture, and
there has been extensive research in this field. Here, we focus
on leaf disease classification, wherein we are using the cotton
leaf image database. Different types of disease classification
are bacterial blight, powdery mildew, etc. The leaf disease
classification is carried out using neural network by Kumar
et al. [34]. Disadvantages of the method are that it requires
greater computational resources and is prone to overfitting
problems [35]. However, the performance of the network is
good when compared to other classification models. The
classification accuracy depends on the features extracted to
train the model and also on the dataset. It even relies on the
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TaBLE 1: Literature survey review.

Sl Author and title Dataset Preprocessing Segmentation Featu}re Class1ﬁ§at1on Aceuracy
extraction technique (%)
Gupta et al.,
“Artificial plant
optimization 236 dataset Histogram of Improved artificial
1 algorithm to detect ) NA NA oriented P o 97.45
infected leaves 1mages gradients (HOG) plant optimization
using machine
learning” (2020)
Kumari et al., “Leaf Contrast,
disease detection: correlation,
feature extraction = Tomato and energy, Artificial neural
2 with k-means cotton leaf NA K-means clustering homogeneity, network 92.7
clustering and images mean, standard
classification with deviation,
ANN.”(2019) variance
Krithika and Grace
leaf disefsep Grave leaf € HSV and I*  Segmentation performed
3 dentification using impages a* by extracting H and color GLCM features KNN 80
leaf skeletons and colol:r) space channels
KNN classification” P
(2017)
Sarangdhar et al,,
“Machine learning
regression
. Gabor filter
4 co'[tfocil?::glflfiifs(;rase Cc;::;nel:af and median Color transformation t%?(i?lrremf:;?z?et; SVM 83.26
detection and ; filter
controlling using
IoT” (2017)
Naive Bayes (NB),
Panigrahi et al. decision tree (DT),
“Maize leaf disease K-nearest
5 de}tecuc‘)n anq Malze leaf RGB to Labelled edge detection Shape, color, and neighbor (KNN), 7923
classification using images grayscale texture support vector
machine learning machine (SVM),
algorithms” (2020) and Random
Forest (RF)
Vaishnnave et al,
“Detection and
classification of Groundnut HSV conversion from Color, texture,
6 groundnut leaf leaf images RGB to HSV binary image morphology KNN 75
diseases using KNN
classifier” (2019)
Mokhtar et al., Image Background
“SVM-based enhance%n ent. removal—background
7 detection of tomato Tomato leaves . subtraction, single leaf GLCM SVM 99.83
. » erosion and .
leaves Diseases dilation extraction manually
(2015) cropped
Shrivastava and
Pradhan, “Rice
plant disease Color features
8 classification using  Rice plant Convert RGB NA extracted from SVM 94.65
to other forms
color features: a each color space

machine learning
paradigm” (2021)
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. . . F lassificati A
Sl Author and title Dataset Preprocessing Segmentation cature Classi cation ceracy
extraction technique (%)
Hossain et al., “A
color and texture Arkansas
based approach for plant disease RGB to I*
the detection and  database and a” . Color and
classification of Reddit-plant b* Color segmentation texture (GLCM) KNN 96.76
plant leaf disease  leaf disease model
using KNN datasets
classifier” (2019)
Alehegn,
“Ethiopian maize
diseases Ethiopian RGB to gray Color, texture,
10  recognition and  maize diseases scale K-means clustering and SVM 95.63
classification using dataset. conversion morphological
support vector
machine” (2019)
Basavaiah and
Arlene Anthony, “ Color
A tomato leaf histograms, Hu
11 disease Tomato leaf NA NA moments, Random Forest 94

classification using
multiple feature
extraction
techniques” (2020)

images

Haralick, local
binary pattern
features

network weights and the number of times the model is
trained.

Vapnik introduced support vector machine (SVM) at
AT&T Bell Laboratories with colleagues. It is used to cat-
egorize unlabelled data. The advantage of using this model is
that there is less risk of overfitting. It helps to efficiently
classify unlabelled data also. Here, the classifiers use hy-
perplane, which helps in separating the data points; there-
fore, this classifier is used in many applications like leaf
disease classification. The disadvantage of using this classifier
is the time taken to train the model.

In 1951, the K-nearest neighbor algorithm (KNN)
classifier was introduced by Evelyn Fix and Joseph
Hodges. This classifier is used in regression and classifi-
cation. In this, k is defined by the user, and it can be any
integer. Choosing the value of k differs based on the
dataset, and the k value decides the classifier accuracy.
This classifier is used in many applications such as text
classifier, visual recognition, Wisconsin-Madison breast
cancer diagnosis problem, classification of heart disease,
and prediction of economic events (text categorization
(Guo et al. [36])). Later, hybrid classifiers combined the
KNN classifier with other classifiers [37], so that the
classification accuracy was improved. It is used in clas-
sification and regression. Its application is in leaf disease
classification like grapes [38]. Likewise, we have used this
classifier for our database also.

The Random Forest classifier algorithm was introduced by
Tin Kam ho in 1995 using the random subspace method. This
often gives higher accuracy than the single decision tree. This
method is used for classification and regression. Random
Forest has many advantages such as simple implementation,

fast operation, and its application in various fields. It has an
effective method for estimating missing data and maintaining
accuracy when much data are missing. Hence, the classifier is
used in different sectors such as banks and healthcare. Its
application in the agricultural sector is leaf classification [39].

One of the disadvantages of this classifier is that it needs
more resources and computational power to build many
trees to combine the different tree outputs. Since many trees
are needed to be united, the time taken to train the classifier
will be more.

The AdaBoost classifier presented by Yoav Freund and
Robert Schapire in 2003 is a short form of adaptive
boosting. It is the first boosting algorithm introduced by
Freud and Schapire in 1996. It is a combination of weak
classifiers, and during its training, it selects the features
that will improve the classifier’s predictive power. Since it
has many advantages, it was used for classification in
multiclass extensions, single-class problems, multilabel
problems, etc. In this paper, Subasi et al.[39] proposed an
ensemble AdaBoost classifier, which is used to find the
human activity using a sensor. Here, the activity recog-
nition is achieved using wearable sensors. The different
physical activities were checked by the model proposed by
the authors and proved that their model is better when
compared to others. It will be used for leaf disease clas-
sification [40-42].

Naive Bayes classifier is based on the Bayes theorem and
is widely used in a classification task. The name Naive is used
since it assumes that fed features are considered independent
of each other. It means even if you change any one feature, it
will not affect the other features. Because of this feature, it is
used in many applications.



4. Methodology

In the literature, researchers used machine learning algo-
rithms for classification. This paper presents the introduc-
tion to well-known classifiers and presents the classification
model as shown in Figure 4.

The first process is to get the leaf image input from the
database, and it is preprocessed by resizing the image to
256 x 256. After reducing the size of the leaf image,
extracting the interested region from the natural background
is considered segmentation. This step is the crucial step for
the next image processing. There are many segmentation
algorithms, but we are using the modified factorization-
based active contour method (MFACM). The results of the
proposed method are good, and it can be observed from the
figure. Followed by this, feature extraction needs to be
performed. Following is a summary of the feature extraction.

Features play a vital role in extracting meaningful in-
formation from an image. From the study, we can say that
various feature extraction methods are available. Features
such as shape, color, and texture can be extracted so that it
helps in further understanding of the image. For example, we
can retrieve color features by converting the RGB image to
an HSV image, and then using each channel, the color mean
is calculated. Color mean, hue, mean saturation, mean value,
and mean standard deviation can also be calculated. Apart
from color, texture features can also be extracted, which
helps in extraction of the leaf pattern. Gray level co-oc-
currence matrix (GLCM) method is the most commonly
used method for texture features. Like this, local binary
pattern and wavelet transform features can also be used for
feature extraction in the same way. Finally, a summary of the
classification algorithms is provided as follows.

4.1. Random Forest Classifier. Random Forest is the sim-
plest and diverse method to solve classification problems.
Here, the forest term means ensemble of decision trees
and is usually trained using the bagging method as shown
in Figure 5. The bagging method combines different
learning models to get good accurate results. Based on the
maximum voting of each tree class label, the classifier
output is decided.
The advantage of this classifier is as follows:

(1) It is easy to measure the relative importance of each
feature for prediction

The disadvantage of this classifier is as follows:
(1) Too many decision trees will lead to a slow algorithm

Chaudhary et al. [43] introduced a modified Random
Forest classifier for multiclass groundnut leaf disease clas-
sification problem. In this paper, a modified Random Forest
classifier uses a Random Forest classifier, an attribute
evaluator method, and an instance filter method. To show
the performance of the proposed method, the author
compared existing machine learning algorithms such as
SVM, neural network, and logistic regression with the
proposed model to check which classifier will be suitable for
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their dataset. An accuracy of 97.80% is achieved on five UCI
machine learning repository benchmark datasets using the
projected model.

4.2. Naive Bayes Classifier. A Naive Bayes classifier [44] is
based on the Bayes theorem and is a probabilistic machine
learning model used for classification tasks, as shown in
Figure 6.

The fundamental Naive Bayes assumption is that each
feature makes an independent and equal contribution to the
outcome.

The advantages of this classifier are as follows:

(1) It is faster, and it can predict class easily

(2) It solves multiclass prediction problems
The disadvantage of this classifier is as follows:
(1) It is hard to find independent features

Khan et al. [45] familiarized plant accurate recognition
and classification using the Naive Bayes classifier. The fea-
tures used for classification are texture and shape features.
The training of the classifier was performed on 30 different
species datasets. The ROC curve is 0.981, which specifies that
the accuracy of the classifier is good.

4.3. Feedforward Neural Networks. Feedforward is an arti-
ficial neural network [46] and is a biologically inspired al-
gorithm. Here, the information passes in only one direction
forward and never comes backward. One of the simplest
forms of feedforward network is single-layer perceptron, and
another form is multilayer perceptron. The single-layer
perceptron has a single layer of output nodes, as shown in
Figure 7. Based on the weight, series are fed as input to get
the output.

Multilayer perceptron (MLP) [47] consists of multiple
layers of computational units or perceptron interconnected
to the output layers, as shown in Figure 8. It used the concept
of backpropagation learning for training data.

MLP has advantages concerning solving any complex
problem with greater efficiency. It has a lot of applications in
the field of speech recognition, image recognition, and
classification.

The advantages of this classifier are as follows:

(1) It helps in solving the complex problem

(2) Adaptive learning makes the network extract pat-
terns from inaccurate data

The disadvantage of this classifier is as follows:

(1) Sometimes, it might take a longer time for training a
large dataset

Since the multilayer perceptron has a lot of advantages,
this classifier is used in the field of leaf disease classification.
Suhaili Beeran [48] used MLP for watermelon leaf disease
classification. The color features are extracted and fed to the
classifier. The accuracy of 75.9% is achieved for 200 leaf
samples.
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Shak et al. [49] used MLP for healthy and unhealthy leaf
classification. With 90 training samples, the accuracy of the
classifier is 97.15%. The accuracy reduces as the number of
training samples reduces since the test dataset is more when
compared to the training dataset. Next, MLP has marked its
place in watermelon leaf disease classification [50].

Though MLP is extensively used in disease classification,
the dataset used for classification was simple. The leaf dataset
images were with a white or black background, which helps
the classifier to outstand as the feature extraction will be
easy. In this paper, the cotton dataset is with complex
background, and the performance of the classifiers was
compared.

4.4. Adaptive Boosting (AdaBoost) Classifier. AdaBoost
should meet two conditions:

(1) The classifier should interactively train different
weighted training examples

(2) In each iteration, minimizing training errors aims to
provide an excellent match for these instances

This method typically selects the subset of training data
randomly. Choosing the training set based on the accurate
forecast of the last training iteratively trains the AdaBoost
machine learning model [51, 52]. It allocates the higher
weight to incorrectly categorize observations to have a high
likelihood of classification in the next iteration. It also as-
signs weight to the qualified classifier according to the ac-
curacy of the classifier in each iteration. Elevated weight will
be given to the more accurate classifier.

This process iterates until the complete training data suit
without any error or until the maximum estimator number
specified is reached. To identify, a “vote” across all of the
learning algorithms created is performed as shown in
Figure 9.

The advantage of this classifier is as follows:

(1) It is less vulnerable to the overfitting problem
The disadvantage of this classifier is as follows:

(1) It is sensitive to noisy data and outliers

4.5. Support Vector Machine (SVM) Classifier. SVM [53, 54]
is a supervised machine learning algorithm that was used for
classification and regression. It is formally defined by sep-
arating the hyperplane, as shown in Figure 10. A hyperplane
is a line that helps in separating the data points. The SVM
constructs a hyperplane in high-dimensional space or
infinite-dimensional space. These hyperplanes help in
classifying the data, and there can be more than one hy-
perplane. The hyperplane, which is at the maximum distance
from data points, was considered for classification. The
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classifier is used for high-dimensional spaces. A support
vector machine [53, 55] constructs a hyperplane or set of
hyperplanes in a high- or infinite-dimensional space that can
be used for classification, regression, or other tasks such as
detecting outliers. Automatically, the hyperplane that has
the largest distance to the nearest training data point in any
class (so-called functional margin) achieves a good sepa-
ration since, in general, the greater the margin, the lower the
classifier’s generalization error. SVM has its application in

text classification, bioinformatics, hand-written recognition,
and image classification.
The advantages of this classifier are as follows:

(1) Classification accuracy is high

(2) It works well for a smaller dataset
The disadvantages of this classifier are as follows:

(1) Training a large dataset will take a longer time
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Priya and Antony Selvadoss [50] proposed a leaf rec-
ognition algorithm using support vector machine (SVM).
Here, 12 features were extracted, and the classifier uses the
features extracted for classification. This process was car-
ried out on the Flavia dataset and a real dataset. The author
compared the SVM classifier with the KNN classifier to
show that the SVM has more accuracy and less training
time.

4.6. KNN Classifier. It is one of the simplest supervised
classification algorithms. The KNN algorithm stores all
available data and classifies, based on similarity, a new data
point. This implies that it can be conveniently categorized
into a well-suite group using the KNN algorithm [56] as new
data emerge. It can be used for classification and regression.
It is often referred to as a lazy learner algorithm because it
does not automatically learn from the training set but in-
stead stores the dataset and performs an operation on the
dataset at the time of classification.

At the training point, the KNN algorithm only stores the
dataset and then classifies the new data point to a very close
group that is nearer to it, as shown in Figure 11.

The KNN working is based on the selection of the K value
so that the Euclidean distance can be calculated for k number
of neighbors. The categories are done based on the distance
between the data points. The query point will belong to the
category where there are a maximum number of neighbors.

The advantages of this classifier are as follows:

(1) It is very simple to be implemented

(2) The performance will be good if the training data are
large

(3) Does not take training time
Disadvantage of this classifier is as follows:
(1) The computation cost is high

Challenges faced by classifiers are as follows:

(1) Overfitting of the training data because of less
datasets

SVM classifier.

(2) Underfitting of the training data because of re-
moving noise from the data

(3) Time required to train models

The images are segmented from the complex back-
ground for cotton leaf disease classification, and removing
the background is challenging. The background removal is
considered a segmentation technique, and to achieve that,
we used a modified factorization-based active contour
method. This method helps in recognizing the required leaf
image from the image. Later, texture and color features are
extracted and fed to the classifier for classification. In the
literature, there exist supervised learning classifier algo-
rithms such as artificial neural networks, support vector
machine, KNN classifier, AdaBoost, Naive Bayes classifier,
and Random Forest classifier. In this, we are comparing the
performance of the classifiers based on the features selected.
Features such as color and texture are chosen. The analysis is
done on whether texture features or the color features or
whether both texture and color features are enough to get the
classification accuracy.

In this paper, we focused on the classification of leaf
images as healthy and unhealthy. For this binary classifi-
cation, only color features are enough, and if we further
extend it to disease classification, then color features will not
be sufficient.

4.7. Weka Tool. Waikato Environment for Knowledge
Analysis, developed at the University of Waikato, New
Zealand, is free software licensed under the GNU General
Public License. It helps analyze machine learning algorithms
[57], and the software is written in Java, and it can run on
any platform.

5. Results and Discussion

The experiment was carried out on a cotton leaf image
dataset. The images were captured in various fields using a
digital camera with a resolution of 4048 x 4048. These images
of larger size are difficult to be processed, so they are resized
to 256 x 256. The healthy and diseased classification accuracy
using different classifiers is compared based on the number
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FiGure 11: KNN classifier.

TaBLE 2: Evaluation parameters.

<D

Parameter Equation
Accuracy TP+ TN/(TP + TN + FP + FN)
Precision TP/TP + FP
Recall TP/TP + FN
@
F-measure precision”
recall)/(precision + recall)
TP rate TP/TP + EN
FP rate FP/FP+ TN
(TP x TN)— (FP x FN)
MCC 4/ (FP +TP) (TP + FN) (TN + FP) (TN x FN)
TaBLE 3: Classification accuracy based on texture and color feature extraction.
Parameters Random Forest Bayes Multilayer perceptron AdaBoost SVM KNN
Accuracy 0.9256 0.8429 0.9669 0.9008 0.9752 0.9173
Precision 0.926 0.840 0.967 0.900 0.976 0.917
Recall 0.926 0.843 0.967 0.901 0.975 0.917
F-measure 0.924 0.840 0.967 0.900 0.975 0.917
MCC 0.825 0.625 0.923 0.767 0.943 0.808
Texture and color features
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FiGgure 12: Classifier evaluation measures for texture and color features.
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TaBLE 4: Classification accuracy based on texture feature extraction.
Parameters Random Forest Bayes Multilayer perceptron AdaBoost SVM KNN
Accuracy 0.7039 0.6694 0.8925 0.7273 0.6943 0.876
Precision 0.675 0.586 0.781 0.621 0.779 0.724
Recall 0.703 0.644 0.788 0.661 0.778 0.726
F-measure 0.668 0.598 0.781 0.617 0.778 0.726
MCC 0.221 0.035 0.486 0.087 0.554 0.353
Texture features
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
Random Bayes Multilayer AdaBoost SVM KNN
Forest perceptron
W Accuracy [l F-measure
[ Precision B MCC
7] Recall
FiGURE 13: Classifier evaluation based on 8 features.
TaBLE 5: Classification accuracy based on color feature extraction.
Parameters Random Forest Bayes Multilayer perceptron AdaBoost SVM KNN
Accuracy 0.9586 0.9091 0.9669 0.9256 0.9338 0.9421
Precision 0.959 0.911 0.967 0.926 0.934 0.943
Recall 0.959 0.909 0.967 0.926 0.934 0.942
F-measure 0.959 0.906 0.967 0.926 0.834 0.942
MCC 0.904 0.786 0.923 0.829 0.847 0.867
Color features
1.2
1
0.8
0.6
0.4
0.2
0
Random Bayes Multilayer AdaBoost SVM KNN
Forest perceptron
B Accuracy [ F-measure

[ Precision
[ Recall

B MCC

Ficure 14: Classifier evaluation based on 4 color features.
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TaBLE 6: Classifier performance based on features.
Classifier 12 features 4 features 8 features
Random Forest 92.562 95.86 70.39
Bayes 84.29 90.91 66.94
Multilayer perceptron 96.69 96.69 89.25
AdaBoost 90.086 92.56 72.73
SVM 97.52 93.38 69.42
KNN 91.73 94.21 87.6

Performance of 6 classifiers based on number of features

150
100 o
0
Random Bayes Multilayer AdaBoost SVM KNN
Forest perceptron

W 12 features
4 features

8 features

F1GURE 15: Performance of 6 classifiers.

of features. The feature attributes are color hue, color sat-
uration, color moment, entropy, correlation, energy, con-
trast, mean, homogeneity, RMS, and standard deviation.
The study of different classifiers is compared based on
the number of features extracted. The tool used for the
experiment is WEKA (Waikato Environment for Knowledge
Analysis, developed at the University of Waikato, New
Zealand). The results are compared based on the tool output.

5.1. Evaluation Measures. The classification evaluation
measures used for the comparison are accuracy, true-pos-
itive (TP) rate, false-positive (FP) rate, precision, recall, F-
measure, Matthews correlation coefficient (MCC), and class.
The parameters are calculated using the following equations
in TP, FP, false negative (FP), and true negative (TN) as
shown in Table 2).

Table 3 gives the details of different classifier results
based on 12 features extracted from nearly 120 images. Here,
12 features were extracted from segmented images: 8 texture
features and 4 color features for identifying diseased and
nondiseased classification.

Figure 12 shows the classifier accuracy of Random
Forest, Bayes, multilayer perceptron, AdaBoost, SVM, and
KNN. From the figure, we can observe 12 features affecting
the classifier performance. The SVM classifier accuracy
performance is more when compared to other classifiers. 5
parameters, namely, accuracy, precision, TP rate, FP rate,
and recall values are compared between different classifiers.

In the first case, both texture and color features are
extracted and fed to different classifiers. Since all the features
may not give the classifiers better performance, we chose 8
texture features to analyze the classifier behaviour. From

Table 4, it can be seen that the classifier does not perform so
well, and we can also conclude that the multilayer per-
ceptron performed well.

Figure 13 shows the evaluation measures for all the
classifiers, which replicate accuracy, precision, recall, F-
measure, and MCC.

Table 5 and Figure 14 show classification evaluation
based on 4 color feature extraction. The multilayer per-
ceptron performs well relative to other classifiers.

The 5 classifiers are compared based on the features
extracted. The features, which were used for classification,
are texture and color features. The classifier performance is
analyzed based on which features are considered. Figure 14
and Table 6 compare different classifiers based on which
features are fed as an input to reduce the classifier’s training
computation time and improve the classification accuracy.
The multilayer perceptron performs well when compared to
other classifiers for all different types of features.

From Figure 15, we can observe that extracting color
features would be enough for classifying a leaf as healthy or
diseased. However, the limitation of the proposed method is
that if we want to classify diseased types, then color feature
alone will not be enough, so we need to extract texture
features. Both color and texture features help in leaf disease
classification.

6. Conclusion

Leaf disease classification is an essential task in the field of
agriculture. The disease identification helps the farmer to
find out what precautions can be taken further. The clas-
sification can be performed using different machine learning
algorithms, and it is used for the cotton leaf database. The
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segmentation is performed as the cotton images are taken
from the field, and the background is complex. The seg-
mented output images later undergo color and texture
feature extraction. This paper shows that the color features
are enough to find the classification between healthy and
unhealthy images. The same features are used to feed into the
WEKA tool, which helps analyze different classifiers.
Comparison is performed for 4 color features, 8 texture
features, and 12 (texture and color) features. It can be ob-
served that color features are enough for improving the
classification accuracy. The survey shows that the accuracy of
artificial neural network is better than that of the other
classifiers such as Naive Bayes, Random Forest, SVM, KNN,
and AdaBoost. It can be concluded that there is no need to
extract different texture descriptors since color features can
help identify healthy and unhealthy leaves. In the future, the
work can be prolonged to disease classification using texture
features or using a deep learning model.
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